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1 Introduction

Recent research focusing on the theoretical understanding of the collective behavior exhibited by
specific living systems has received considerable attention, as it allows group dynamics to be studied
on the basis of a set of simple rules that apply to each agent. Early efforts to model alignment,
such as the model proposed by Viscek et al. in [VCBJ+95], have paved the way for subsequent
advancements, including the Cucker-Smale model introduced by Cucker and Smale in [CS07], as well
as various later variants. These models integrate three primary effects: long-distance attraction, short-
distance repulsion, and alignment. These effects supported by empirical studies [Gia08], are called first
principles of swarming. Notably, [PKH10] extends such models by incorporating a collision avoidance
term. This framework has been subject to numerous adaptations to suit specific contexts, as in [CK03]
to model the movements of bird. Unlike animal groups such as small fish or birds, there are groups
such as cattle, for example, where social interactions between agents are no longer symmetrical. In
particular, Motsch and Tadmor [MT11] (2011) proposed weighing the influence of one agent on another
based on the total influence exerted on the latter. In this context, we consider here a variant of the
Cucker-Smale’s model on a weighted directed graph to take into account social interactions.

Notations In this report, we will use the following notations:

• MN (R) is the space of N ×N matrices with real coefficients.

• ⟨·, ·⟩ is the euclidean scalar product on Rd.

• IdN is identity matrix of size N .

• || · ||2 is the Euclidean norm on Rd and || · ||∞ is defined for x ∈ Rd, as ||x||∞ := sup
1≤i≤d

|xi|. We

also define the infinite norm for an application f : Rd → R as ||f ||∞ := sup
x∈Rd

|f(x)|.

• For x, y ∈ R, we use the notations x ∨ y := max{x, y} and x ∧ y := min{x, y}.

2 Cucker-Smale model on a weighted directed graph

In this section, we present an extension of the Cucker-Smale model that was introduced by Cotil in
[Cot23] that allow to take into account social interactions that exist within a group of individuals. Let
N ∈ N be the number of individuals, xi(t) := (x1i (t), . . . , x

d
i (t)) ∈ Rd vi(t) := (v1i (t), . . . , v

d
i (t)) ∈ Rd

be respectively the position and the velocity of agent i ∈ {1, · · · , N} at time t. We note (x, v) :=
(xi, vi)1≤i≤N the couple solution of the following system of Ordinary Differential Equations (ODEs):

dxi

dt (t) = vi(t)

dvi
dt (t) =

N∑
j=1

Ai,jψ(||xi(t)− xj(t)||2)(vj(t)− vi(t)),
(1)

where A is the adjacency matrix of the interaction graph (i.e. Ai,j represents the strength of the
influence agent j has on agent i or, equivalently, the propensity of agent i to follow agent j). The
function ψ called the communication function, is supposed to be decreasing (the further two individuals
are, the less they communicate), non-negative, locally lipschitz (to ensure the existence of global
solutions to (1)) and such that ||ψ||∞ ≤ 1. A classical form of this function is ψ : r 7→ (1 + r2)−β/2

with β ∈ R+. We note Qt the matrix defined by

Qt(i, j) :=


Ai,jψ(||xi(t)− xj(t)||2) if i ̸= j

−
∑
i ̸=j

Ai,jψ(||xi(t)− xj(t)||2) if i = j.
(2)

Note that Q is an intensity matrix. Under the above assumptions, the ODE (1) is well posed.

Theorem 2.1 ([Cot23] Theorem 1.1). The Cucker-Smale model on a weighted directed graph (called
the CS model in the following) defined by Equations (1) has a unique solution on R+.
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One of the most important questions concerning such a model is its long-term behavior, in particular
whether all individuals end up moving in the same directions at the same velocity or not. If this is the
case, we say that there is flocking, which can be defined as follows.

Definition 2.2. We say that a solution (x(t), v(t)) of Equation (1) flocks if:sup
t≥0

X(t) <∞

V (t) →
t→+∞

0,
(3)

where X(t) := sup
i,j

||xi(t)− xj(t)||2 and V (t) := sup
i,j

||vi(t)− vj(t)||2.

Our goal is to determine a necessary and sufficient conditions for observing this global alignment
or not. In the case where ψ is assumed to be positive on R+, [MT11] shows that a sufficient condition
is

V (0) <

∫ +∞

X0

ψ(r)dr.

This condition is critical in the sense that if the integral of ψ diverges (we thus say that ψ has a heavy
tail), then flocking will occur regardless of the initial conditions. On the other hand, if the latter
converges, then we can always find initial conditions such that flocking does not occur. In this report,
we work under the following assumption:∫ +∞

0

ψ(r)dr < +∞. (4)

Remark 2.3. In the following, we will always assume that the graph associated with the adjacency
matrix has a single recurrent class. If this is not the case, we can always find initial conditions such
that flocking does not occur.

3 Flocking and non-flocking conditions of the Cucker-Smale
model

3.1 Two agent case

Let (x, v) be a solution to Equation (1). Intuitively, flocking depends on a trade-off between the
initial conditions (x0, v0), the communication function ψ and the interaction matrix A. For the sake of
simplicity we first focus our attention on the case of two agents. We consider (x1, x2, v1, v2) satisfying
the following system: 

dx1

dt (t) = v1(t)
dx2

dt (t) = v2(t)
dv1
dt (t) = A1ψ(||x1(t)− x2(t)||2)(v2(t)− v1(t))
dv2
dt (t) = A2ψ(||x1(t)− x2(t)||2)(v1(t)− v2(t)),

(5)

where A1 ≥ 0, A2 ≥ 0 and A := A1 +A2 > 0. Recall that A1 (resp. A2) is the influence of agent 1 on
agent 2 (resp. of agent 2 on agent 1). The following theorem gives necessary and sufficient conditions
of flocking.

Theorem 3.1. If (x1, v1, x2, v2) satisfies (5), then the system flocks if and only if

V (0) < A

∫ +∞

⟨v0,x0⟩
ψY0

(s)ds,

where x0 = x1(0) − x2(0), v0 = v1(0) − v2(0), v0 = v0
||v0||2 , Y0 =

√
||x0||22 − ⟨v0, x0⟩2 and ψY0

(s) :=

ψ

(√
Y 2
0 + s2)

)
.
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Proof. The proof can be found in the Master internship report of Cotil, [Theorem 2.3 [Cot21]]. The
idea is to introduce x = x1 − x2 and v = v1 − v2, which verify the system of dissipative differential
equations (SDDE) below: {

dx
dt (t) = v(t)
dv
dt (t) = −Aψ(||x(t)||2)v(t).

(6)

We do not detail the full proof in this section as it is very similar to the proof of Theorem 4.2.

Note that this theorem provides necessary and sufficient flocking conditions in function of V (0), the
interaction matrix and the communication function. In the general case (more than 2 agents) whether
there is flocking or not can not depend only on the initial diameter of the velocities, as it does not take
into account the angles between all the vi(0). In the next section, we will give sufficient conditions for
flocking and non flocking.

3.2 Tools to study the flocking in the general case

In the following sections, (x, v) will denote a solution to CS Equation (1), and (X,V ) their associated
diameters (defined in Definition 2.2). In [Cot23], Cotil used a probabilistic interpretation to find
flocking conditions, showing the link between the convergence of the contraction rate (Dobroshin’s
ergodicity coefficient) of some Markov chain and flocking.

3.2.1 Dobroshin’s ergodicity coefficient

We begin by reviewing the framework and a few results before extending some of them. Let the
function P : (s, t) 7→ Ps,t ∈ MN (R) be the unique solution of ∀0 ≤ s ≤ t,

Pt,t = IN

∂tPs,t = QtPs,t

∂sPs,t = −QsPs,t,
(7)

where Q is the intensity matrix given by Equation (2). This function satisfies the ”semi-group prop-
erty”, i.e. if v is a solution of (1), then ∀s ≤ u ≤ t,

v(t) = Ps,tv(s) and Ps,t = Ps,uPu,t. (8)

Remark 3.2. For all 0 ≤ s ≤ t,
Ps,t = P0,t−s.

For z ∈ Rd and y ∈ RNd, z · y ∈ RNd is defined by (z · y)pi = zpy
p
i , 1 ≤ i ≤ N and 1 ≤ p ≤ d. We

introduce the linear space:

H := {(z, . . . , z)T ∈ RNd : z ∈ Rd} = {z · 1 : z ∈ Rd},

where 1 := (1, . . . , 1︸ ︷︷ ︸
Nd times

). For y ∈ RNd, we also define ||y||H := 2 inf
h∈H

||y − h||∞. Let us recall some known

results on the semi-norm || · ||H .

Lemma 3.3 (Lemma 2.1 [Cot24] ). ∀y ∈ RNd, we have: ||y||H = max
i,j

||yi − yj ||∞.

Theorem 3.4. [[GQ15] Theorem 6.2] Let us consider the subordinate norm related to || · ||H defined
for all stochastic matrices M ∈ MN (R) by ||M ||opH := inf{λ ∈ R+ : ∀y ∈ RN , ||My||H ≤ λ||y||H}. We
have

||M ||opH = 1− µ(M),

where µ(M) := min
i ̸=j

N∑
k=1

Mi,k ∧Mj,k is called the Dobroshin’s ergodicity coefficient of the matrix M .

Remark 3.5. Since || · ||H is an operator norm, we easily observe that || · ||opH is sub-multiplicative: for
stochastic matrices Q,R ∈ MN (R),

||QR||opH ≤ ||Q||opH ||R||opH .
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Moreover || · ||H characterizes the contraction of the velocity diameter. Indeed, for (x, v) solution
of ODE (1), for all 0 ≤ s ≤ t,

||v(t)||H ≤ ||P (s, t)||opH ||v(s)||H .
The ergodicity coefficient for a stochastic matrix P measures the distance between a solution to

CS equation (1) and a flocking situation as a function of time.

Proposition 3.6. We have for 0 ≤ s ≤ t,

V (t) ≤ (1− µ(Ps,t))V (s),

where µ is defined in Theorem 3.4 and V is defined in Definition 2.2.

Proof. This is a consequence of the semi-group property (8), of the characterization of the semi-norm
||·||H given in Lemma 3.3, and of the relation between the associated operator norm and the Dobroshin’s
coefficient given in Theorem 3.4.

Proposition 3.7. The function t 7→ V (t) := ||v(t)||H is decreasing on R+.

Proof. By [She08, Theorem 4.2 (i)], let 0 ≤ s ≤ t and C a closed convex set of Rd, then

∀i ∈ {1, . . . ,N}, vi(s) ∈ C ⇒ ∀i ∈ {1, . . . ,N}, vi(t) ∈ C.

Considering C as the convex envelope of {vi(s)}i∈{1,...,N}, we deduce that V (t) ≤ V (s).

Lemma 3.8. If (x, v) be a solution of the Cucker-Smale model, then

∀t ≥ 0, V (t) = 0 ⇔ ∃t ≥ 0, V (t) = 0.

Proof. (i) The first implication is trivial.
(ii) Suppose there exists t0 ≥ 0 such that V (t0) = 0.
Then, ∀t ≥ t0, V (t) = 0, because V is a positive decreasing function of time by Proposition 3.7. The
functions (x̃, ṽ) defined ∀t ∈ [0, t0] as x̃(t) := x(t0 − t), ṽ(t) := v(t0 − t) satisfy the following Equation:

dx̃i

dt (t) = −ṽi(t)

dṽi
dt (t) = −

N∑
j=1

Ai,jψ(||x̃i(t)− x̃j(t)||2)(ṽj(t)− ṽi(t)).

Using an argument similar to the one presented in Proposition 3.7, we find that Ṽ : t → V (t0 − t) is

decreasing and Ṽ (0) = 0 allows us to conclude.

3.2.2 Link between SDDI and ergodicity coefficient

A classical way to show that a solution is flocking is to show that the diameter in position and velocity
satisfy a System of Dissipative Differential Inequalities (SDDI).

Definition 3.9. Let f and g be two functions from R+ to R+. We say that the couple (f, g) satisfies a
SDDI if f and g are continuous and piecewise continuously differentiable and if there exists ϕ : R+ →
R+ such that for all t ≥ 0 where f and g are differentiable:{

df
dt (t) ≤ f(t)
dg
dt (t) ≤ −ϕ(f(t))g(t).

(9)

Proposition 3.10. [Extension of Grönwall’s Lemma] Let f and g be two continuous and piecewise
continuously differentiable functions which satisfy Equations (9) for a given positive and decreasing
function ϕ. Let us assume that

g(0) <

∫ +∞

f(0)

ϕ(r)dr.

Then, setting fM > 0 such that

g(0) =

∫ fM

X0

ϕ(r)dr,

we have f(t) ≤ fM and g(t) ≤ g(0)e−ϕ(fM )t for any t ≥ 0.
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Remark 3.11. To show that there is flocking, it is enough to find a couple (f, g) that satisfy a SDDI,
and such that X ≤ f and V ≤ g. From Proposition 3.10, we easily deduce that (X,V ) flocks in the
sense of Definition 2.2.

Two other methods for finding flocking conditions presented in [Cot23] use the two propositions
below. These propositions use the characterization of the Dobroshin’s ergodicity coefficient as the
contraction rate of the velocity diameter (see Proposition 3.6).

Proposition 3.12 (Proposition 4.3 in [Cot23]). Let us suppose that there exists a function C : R2
+ →

R+ such that 
∀t ≥ 0, r 7→ C(t, r) is increasing,

∀t ≥ 0, 1− µ(P0,t) ≤ C

(
t, sup
s≤t

X(s)

)
,

∀r ≥ X0, C(t, r) →
t→+∞

0,

(10)

where the Dobroshin’s ergodicity coefficient µ is defined in Theorem 3.4 and X is defined in Definition
2.2. Then, finding r0 ≥ X0 such that

r0 − V (0) ≥ V (0)

∫ +∞

0

C(s, r0)ds

leads to flocking.

Proposition 3.13 (Proposition 4.4 in [Cot23]). Let us suppose that there exists C : R2
+ → R+ such

that 
∀t ≥ 0, r 7→ C(t, r) is decreasing,

∀s ≤ t ≥ 0, µ(Ps,t) ≥ C

(
t− s, sup

u≤t
X(u)

)
,

(11)

Then, finding r0 ≥ X0 and t0 ≥ 0 such that

r0 − V (0) ≥ V (0)
t0

C(t0, r0)

leads to flocking.

Proposition 3.14. The first two assumptions in Proposition 3.12 and Proposition 3.13 are equivalent.
Assuming that for all r ≥ X0, C(t, r) →

t→+∞
0 in Proposition 3.13 only serves to loosen the constraints

on the initial conditions while guaranteeing flocking.

Proof. Let’s consider a function C satisfying the hypothesis of Proposition 3.12. We define C̃(t, r) :=

1− C(t, r). Then C̃ satisfies the condition of Proposition 3.13:

• ∀t ≥ 0, r 7→ C̃(t, r) = 1− C(t, r) is decreasing.

• Let s ≤ t, we have Ps,t = P0,t−s, thus

1− µ(P0,t−s) = 1− µ(Ps,t) ≤ C(t− s, sup
u≤t−s

X(u)) ≤ C(t− s, sup
u≤t

X(u))

since C is increasing. Consequently, µ(Ps,t) ≥ C̃(t− s, sup
u≤t

X(u)).

The equivalence holds when going backward in the inequalities.

Proposition 3.15. Let (x, v) be the solution of Equation (1) and let (X,V ) be defined as in Defini-
tion 2.2. Assume that the hypothesis of Proposition 3.13 holds and suppose that for every r ≥ 0,

lim
ϵ→0+

1− C(ϵ, r)

ϵ
<∞ and ∀r ≥ 0, t ≥ 0, C(r, t) ≤ 1.

Then (X̃, Ṽ ) verify a SDDI, where

X̃(t) :=
∑
i<j

||xi(t)− xj(t)||2 and Ṽ (t) :=
N(N − 1)

2
V (t).
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Proof. Since X is only piecewise C1 (there may be angular points at certain times when the two most
distant agents change), we will consider the function X̄ defined for every t ≥ 0 by

X̃(t) :=
∑
i<j

||xi(t)− xj(t)||2.

In this way, we have that X is bounded if and only X̃ is bounded. For t ≥ 0,

dX̃

dt
=
∑
i<j

1

||xi(t)− xj(t)||2
⟨xi(t)− xj(t), vi(t)− vj(t)⟩.

The triangle inequality and Cauchy-Schwarz inequality leads to

|dX̃
dt

| ≤
∑
i<j

||vi(t)− vj(t)||2 ≤ N(N − 1)

2
V (t).

Let t > 0 and 0 < ϵ < t, using Proposition 3.6, we get

V (t+ ϵ)− V (t)

ϵ
≤ −µ(Pt,t+ϵ)

ϵ
V (t).

Because P0,ϵ = Pt,t+ϵ and using Proposition 3.13:

1− µ(Pt,t+ϵ) = 1− µ(P0,ϵ) ≤ C(ϵ, sup
s≤ϵ

X(s)).

Even if it means reducing ϵ, we can assume

sup
s≤ϵ

X(s) ≤ X(t) +X0.

Since r 7→ C(t, r) is increasing, we get 1− µ(Pt,t+ϵ) ≤ C(ϵ,X(t) +X0). Thus

V (t+ ϵ)− V (t)

ϵ
≤ −1− C(ϵ,X(t) +X0)

ϵ
V (t).

Taking ϵ→ 0+ gives
dV

dt
(t) ≤ −ϕ(X(t))V (t), (12)

where we noted ϕ(r) := lim
ϵ→0+

1− C(ϵ, r +X0)

ϵ
. We notice that ϕ is decreasing, so for all t ≥ 0,

ϕ(X(t)) ≥ ϕ(X̃(t)). Consequently, Equation (12) implies

dV

dt
(t) ≤ −ϕ(X̃(t))V (t)

The hypothesis ||C||∞ ≤ 1 ensure that ϕ ≥ 0. So (X̃, Ṽ ) verify a SDDI.

3.3 Criticality of the Dobroshin’s ergodicity coefficient

In section 3.2.1, we showed that the operator norm of the transition matrix associated with the semi-
norm ||·||H was a way of characterizing the contraction of the velocity diameter. Here, we show that this
operator norm is critical, in the sense that if it does not tend towards 0, then flocking is impossible. To
underline the fact that it depends on the initial condition (x0, v0), the transition function P : t→ P0,t

is denoted as P x0,v0
0,t .

Lemma 3.16. ∀x0 ∈ RNd, ∀t ∈ R+, the application v ∈ RNd → P x0,v
0,t is continuous.

Proof. Let x0 ∈ RNd and t ∈ R+ be fixed. The matrix P x0,v
0,t is defined as the unique solution to

Equation (7). It depends continuously of the trajectory of x through Q and x depends continuously
on v.
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Remark 3.17. t→ ||P x0,v0
0,t ||opH is decreasing positive, so it has a limit when t→ +∞.

Consider H = V ect(1), subspace of RN . We introduce the following equivalence relation for
u, v ∈ RN :

u ∼ v ⇔ u− v ∈ H.

Lemma 3.18. The quotient space RN/ ∼ is a Banach space and || · ||H is a norm on RN/ ∼.

Remark 3.19. Let h ∈ H, then for every stochastic matrix M ∈ MN (R), Mh ∈ H. We also define
the unit ball for the H-norm as

BH(0, 1) := {v ∈ RN : ||v||H ≤ 1}

which is a compact subset of RN/H.

Proposition 3.20. Let us consider x0 ∈ RNd, assume that there exists a non-empty compact subspace
Bv such that BH(0, 1) ⊂ Bv and c > 0 such that

∀v0 ∈ Bv,∀t ≥ 0, ||P x0,v0
0,t ||opH ≥ c

Then the system does not flock.

Proof. By assumption,
∀v0 ∈ Bv,∀t ≥ 0, sup

||v||H≤1

||P x0,v0
0,t v||H ≥ c

Let v0 ∈ Bv be fixed. For t1 = 1, we know that there exists a v1 ∈ Bv such that ||P x0,v0
0,t1

v1||H ≥ c.
In the same way, for t2 = 2, there exists v2 ∈ Bv such that ||P x0,v1

0,t2
v2||H ≥ c. Thus, we define a

sequence (tn)n∈N by ∀n ∈ N, tn := n and (vn)n∈N ∈ Bv such that ∀n ∈ N,

||P x0,vn
0,tn

vn+1||H ≥ c.

Because Bv is compact, we can extract (vϕ(n))n∈N such that vϕ(n) → v∗ ∈ Bv.
Let t ∈ R+, there exists n0 ∈ N such that ∀n ≥ n0, ϕ(n) ≥ t. Therefore by continuity of the

application v → ||P x0,vv||H and using the fact that t→ ||P x0,vϕ(n)

0,t ||H is decreasing, we have:

||P x0,v∗
0,t v∗||H = lim

n→+∞
||P x0,vϕ(n)

0,t vϕ(n)||H

≥ lim
n→+∞

||P x0,vϕ(n)

0,ϕ(n) vϕ(n)||H

≥ c.

If v is a solution of the Cucker-Smale Equation (1) starting from the initial conditions (x0, v∗),
we have ||v(t)||H = ||P x0,v∗

0,t v∗||H . Therefore, we cannot have V (t) →
t→+∞

0 as c > 0 and there is no

flocking.

The above proposition is not applicable in practice, as we did not succeed in proving the existence
of such a constant c > 0. We will use in section 3.4 another idea to derive non-flocking conditions.

3.4 Non-flocking conditions in the general case

For a graph with a minimal spanning tree and a communication function whose integral converges, it is
always possible to find initial conditions such that no flocking occurs. Specifically, if we consider initial
positions (x0, v0) where V (0) > 0, multiplying v0 by a sufficiently large factor α will prevent flocking.
Conversely, choosing a small enough factor will ensure that the system exhibits flocking behavior. The
question can therefore be rephrased as follows: given an initial position x0 and a vector v0, by what
factor α can we multiply v0 so that starting from (αx0, αv0) the system does not flock? In fact, there
is a trade-off between the initial condition and the decay speed of the communication function.

Lemma 3.21. Let us define ψα(r) := ψ(αr). We note (xα, vα) (resp. (yα, zα)) the solution to the
CS equation starting from initial positions (αx0, αv0) (resp. (x0, v0)) with a communication function
ψ (resp. ψα). We have

xα = αyα and vα = αzα

8



Proof. (xα, vα) satisfy the CS Equation (1), while (yα, zα) satisfy:
dαyαi
dt (t) = αzαi (t)

dαzαi
dt (t) =

N∑
j=1

Ai,jψ
(
||αyαi (t)− αyαj (t)||2

)
(αzαj (t)− αzαi (t)).

(13)

We conclude with the uniqueness of the solution to the CS equation.

The following theorem is inspired by the proof of [SYH16, Theorem 3.1] on the critical exponent
of the communication function.

Theorem 3.22. Let (x, v) be a solution of Equation (1), starting from some initial conditions (αx0, αv0)
where x0, v0 ∈ RNd and α > 0. Let us assume that ψ satisfies (4) and that for all i ̸= j

vi(0) ̸= vj(0) and ⟨xi(0)− xj(0), vi(0)− vj(0)⟩ ≥ 0. (14)

We define K := max
1≤i≤N

∑
j ̸=i

Aij, ψ̄ :=
∫ +∞
0

ψ(r)dr and ρ0 := infi ̸=j ||vi(0)− vj(0)||2. If

α >
8KV (0)

ρ20
ψ̄,

then (x, v) does not flock.

Proof. First note that by Lemma 3.21, it is as if we considered (x, v) to be a solution of the CS
equation (1), starting from (x0, v0) and with a communication function ψα as defined in Lemma 3.21.
We note that the first assumption is equivalent to saying that X is initially increasing. We also
define ṽij(0) := vi(0)− vj(0)/||vi(0)− vj(0)||2 which is well defined since vi(0) ̸= vj(0). Let us define
T ⋆ = sup

{
T > 0 : ∀i ̸= j, ∀t ≤ T, ⟨vi(t)− vj(t), ṽij(0)⟩ > ρ0

2

}
. By hypothesis, ∀i ̸= j,

⟨vi(0)− vj(0), ṽij(0)⟩ = ||vi(0)− vj(0)||2 >
ρ0
2
.

So we have (using the continuity of t → ⟨vi(t) − vj(t), ṽij(0)⟩ for all i ̸= j), T ⋆ > 0. For all t ≤ T ⋆,
Cauchy-Schwartz inequality implies ∀i ̸= j

||xi(t)− xj(t)||2 ≥ ⟨xi(t)− xj(t), ṽi,j⟩.

Therefore,

||xi(t)− xj(t)||2 ≥ ⟨xi(0)− xj(0), ṽij(0)⟩+
∫ t

0

⟨vi(s)− vj(s), ṽij(0)⟩ds ≥
ρ0
2
t. (15)

On the other hand, since the vi are C
1, we have

||vi(t)− vi(0)||2 ≤
∫ t

0

||dvi
dt

(s)||2ds.

A direct computation in the expression of dvi
dt gives

||dvi
dt

(s)||2 ≤ KV (0)ψ(α
ρ0
2
s),

where K := max
1≤i≤N

∑
j ̸=i

Aij . This leads to

||vi(t)− vi(0)||2 ≤ 2KV (0)

αρ0
ψ̄.

Now let us assume that T ⋆ < +∞. In the one hand, by continuity of the application t → ⟨vi(t) −
vj(t), ṽij(0)⟩, there exists k ̸= l ∈ {0, . . . , N} such that

⟨vk(T ∗)− vl(T
∗), ṽkl(0)⟩ =

ρ0
2
.
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On the other hand, we have

⟨vk(T ⋆)− vl(T
⋆), ṽkl(0)⟩ = ⟨(vk(0)− vl(0)) + (vk(T

⋆)− vk(0)) + (vl(0)− vl(T
⋆), ṽkl(0)⟩

≥ ||vk(0)− vl(0)||2 − ||vk(T ⋆)− vk(0)||2 − ||vl(T ⋆)− vl(0)||2

≥ ρ0 −
4KV (0)

αρ0
ψ̄.

It follows that if

α >
8KV (0)

ρ20
ψ̄,

we have

ρ0 −
4KV (0)

αρ0
ψ̄ >

ρ0
2
.

This is impossible. In that case we have T ∗ = +∞ which implies that the solution does not flock.

4 A piecewise deterministic model for the collective motion of
sheep

4.1 Model

Here, we consider a model inspired by the recent empirical study conducted by Gómez-Nava et al. in
[GNBP22]. The study reveals that an alternating leadership model best characterizes the movement
patterns of sheep. By collecting and analyzing data from a small group of sheep, researchers observed
that they typically moved in a single file, with each sheep following the one ranked higher in the
hierarchy. Occasionally, their movement involved pauses for grazing, during which a new leader would
be chosen at random (uniformly) and initiate the next phase of their journey (see Figure 1).
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a recent model based only on attraction and repulsion that displays 
spontaneous switching55, which is arguably the closest model candidate. 
This is not surprising, because these models were proposed to describe 
different types of collective behaviour where the group remains always 
in a collective moving phase (that is, ‘on the move’) such as swarming, 
schooling or milling, eventually transitioning among them, but not col-
lective transition to a non-moving phase—which implies the navigation 
mechanism is temporally switched off—such as in the GP, as occurs here.

We focus first on flocking models that have been implemented 
using stochastic, discrete-time update schemes, where not all individu-
als move at each time step34,35. It is evident that these models do not 
account for collective, synchronized transitions between collective 
states as observed in sheep experiments. Moreover, a single CMP in 
our experiments involves several complex manoeuvres of the moving 
group, and thus its numerical description requires the use of a large 
number of time steps: that is, a CMP should not be confused with a 
single discrete time step in models such as refs. 12,13,34,35. Furthermore, 
during CMPs, the group exhibits a high degree of instantaneous polar 
order—characterized by P = 〈∣∣P(t)∣∣〉CMP, where 〈⋯〉CMP denotes average 
over CMP periods—and a high degree of spatial order—measured by 

the file order parameter 
ψ = ⟨

1

N−1

∑

K

x

K

(t)−x

K+1

(t)

||x

K

(t)−x

K+1

(t)||

⋅ P(t)⟩

CMP

, where K 

refers to the spatial ranking of the individual and not to the individual 
identity label (Extended Data Fig. 3 and Supplementary Video 3). We 
define the spatial ranking as di = xi(t) ⋅ P(t), with xi(t) denoting the posi-
tion of individual i. These observations exclude models based purely on 
velocity alignment, which cannot account for line formation12. On the 
other hand, models that include attraction and blind angles—which lead 

to non-reciprocal interactions among identical individuals56 without 
the need of assuming the mixture of different populations57—have been 
shown to account for line formation in a range of parameters in the pres-
ence13,19 and, even more surprisingly, in the absence46,49,53 of a velocity 
alignment mechanism. Furthermore, we observe that, in models with 
blind angle, attraction and repulsion, the presence of spontaneous 
transitions between milling and polarized motion patterns has been 
reported in ref. 55 and their coexistence in large systems in ref. 49. We 
note that, in the parameter range where spontaneous switching and 
coexistence occur, the cohesion of all group members at all times can-
not be ensured. In particular, we find that the investigated extensions 
of these models, where we incorporate collective transitions between 
the CMP and GP (that is, a phase where the navigation mechanism is 
switched off), fail to describe the observed dynamics over a series of 
CMPs. Namely, these models cannot produce uncorrelated consecu-
tive CMPs—in terms of leadership and moving direction—of a cohesive 
group. To ensure cohesion, CMPs have to be correlated, but uncor-
related CMPs are found in the parameter range where group splitting 
and detachment of individuals from the group are observed (Fig. 2).

Thus, to describe the observed collective behaviour, we propose 
a generic data-driven modelling approach based on the following 
equations of motion:

̇

x

i

(t) = v(t)

̂

e(θ

i

) (1a)

̇

θ

i

(t) =

N

∑

j=1

A

ij

(t) g

ij

(x

i

,θ

i

,x

j

,θ

j

) +

√

2D

θ

ξ

i

(t), (1b)
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Fig. 1 | Intermittent collective motion and leader selection. a, Scheme of 
the intermittent collective motion observed in a group of N = 4 individuals. b, 
Probability distribution of the duration times tCMP of the CMPs observed in the 
experiments. c, Probability of an individual playing the temporal leader role 
in m = 4 CMPs for group size N = 4 (dots); for an example, see Supplementary 
Video 1. Bars correspond to a binomial distribution with success probability 1/N. 
d, Probability distribution of χ2 values for a one-sided χ2 test for the maximum 
number of appearances for an individual to act as leader for group size N = 4. 
The vertical line indicates the experimentally measured χ2 value (P = 0.73). 

Inset: expected distribution of the maximum number of appearances for an 
individual to act as leader in a sequence of eight CMPs for N = 4, assuming an 
unbiased leader-selection process. The vertical line shows this maximum number 
in an experimental realization also with eight CMPs and N = 4. e, Probability 
distribution function of the correlation of consecutive CMPs obtained from the 
experiments (grey bars), as well as the analytical result obtained for the case of 
uncorrelated consecutive CMPs (black dashed line). For all panels, N = 4. See also 
Extended Data Fig. 3 and Supplementary Videos 1 (track of individuals during one 
experimental realization) and 2 (unprocessed videos for all group sizes).

Figure 1: Intermittent collective motion, source [GNBP22].

In a modeling perspective, we construct a Piecewise Deterministic Markov Process (PDMP) inspired
by [GNBP22],where the deterministic dynamics (the flow) evolves according to the Cucker-Smale
equation (1) between two ”stopping phases”, and jumps occur on the interaction matrix A. For the
sake of simplicity, we assume that after each stop, the sheep return to the velocity they had before
stopping. More formally, let (Ti)i∈N be a sequence of i.i.d. random variables such that ∀i ∈ N,
Ti ∼ E(λ), were λ > 0. We assume here that the jump rate λ is constant, but possible generalizations
could be to consider jump rates that depend on the current state, the distance covered since the
previous stop, etc. We define the jumping times for n ≥ 1, as a Poisson process Sn = T1 + · · ·Tn.
Starting from the initial conditions (xi(0), vi(0))1≤i≤n ∈ Rd×Rd and a matrix A(1). For t ∈ [0, S1], the
model follows the deterministic dynamic (1). At time t = S1, the matrix A(1) jumps to another matrix
A(2) with probability one. Then, the dynamics follows (1) again, with A(2) and initial conditions
x(S−

1 ) =(etc. When using interaction matrices of the form 0 → 1 → · · · ,→ N and its ”opposite”
N → N − 1 → · · · ,→ 0 as A(1) and A(2) with a jump rate λ large enough, we managed to find
some cases where there was flocking for both matrices but not when switching from one to the other

10



quickly enough (see Figure 3b). More formally, let (Ti)i∈N be a sequence of i.i.d. random variables
such that ∀i ∈ N, Ti ∼ E(λ), were λ > 0. We assume here that the jump rate λ is constant, but
possible generalizations could be to consider jump rates that depend on the current state, the distance
covered since the previous stop, etc. We define the jumping times for n ≥ 1, as a Poisson process
Sn = T1 + · · ·Tn. Starting from the initial conditions (xi(0), vi(0))1≤i≤n ∈ Rd×Rd and a matrix A(1).
For t ∈ [0, S1], the model follows the deterministic dynamic (1). At time t = S1, the matrix A(1)

jumps to another matrix A(2) with probability one. Then, the dynamics follows (1) again, with A(2),
initial conditions x(S−

1 ) = x(S+
1 ) and v(S−

1 ) = v(S+
1 ) and so on. When using interaction matrices of

the form 0 → 1 → · · · ,→ N and its ”opposite” N → N − 1 → · · · ,→ 0 as A(1) and A(2) with a jump
rate λ large enough, we managed to find some cases where there was flocking for both matrices but
not when switching from one to the other quickly enough (see Figure 3b).

Remark 4.1. This type of PDMP model in which the interaction matrix jumps randomly was studied
in [DHJK20] in the case where the interaction graph does not necessarily have an unique spanning
tree. They showed that under certain conditions on the transition probabilities and if the chain jumps
quickly enough, we could have flocking almost surely even if there was no flocking for each of these
matrices.

More formally, let (It)t≥0 be a jump process with values in SI = {1, 2} of intensity λ > 0. The
model now reads as follows: 

dxi

dt (t) = vi(t)

dvi
dt (t) =

N∑
j=1

Q
(It)
t (i, j)(vj(t)− vi(t)),

(16)

where Q
(It)
t (i, j) := A(It)(i, j)ψ(||xi(t)− xj(t)||2).

For k ∈ SI , let P (k) : (s, t) 7→ P
(k)
s,t ∈ MN (R) be the solution of{

∂tP
(k)
s,t = Q

(k)
t P

(k)
s,t

P
(k)
s,s = IN .

These functions satisfy the ”semi group property”. Let k ∈ SI , for vk solution of (1) with Qt = Q
(k)
t ,

we have ∀s ≤ u ≤ t,

vk(t) = P
(k)
s,t v

k(s) and P
(k)
s,t = P (k)

s,uP
(k)
u,t .

We define for t ≥ 0, nt := sup{n ∈ N : Sn ≤ t}. Let (x(t), v(t))t≥0 be a solution of Equation (16),
then we have for all t ∈ [Snt , Snt+1],

v(t) = P
(I0)
S0,S1

P
(I1)
S1,S2

. . . P
(Int−1)
Snt−1,Snt

P
(Int )
Snt ,t

v(0). (17)

4.2 Two agents case

Following the same framework as in Section 3.4, we focus our study on the case of two agents as we
have a complete description of the behavior in the deterministic model. In this section, we will focus
on the case of two agents, evolving according to following Equation:

dx1

dt (t) = v1(t)
dx2

dt (t) = v2(t)
dv1
dt (t) = A11It=1ψ(||x1(t)− x2(t)||2)(v2(t)− v1(t))
dv2
dt (t) = A21It=2ψ(||x1(t)− x2(t)||2)(v1(t)− v2(t)).

(18)

Where A1 and A2 are two positive real numbers. In the dynamic described by the above system, we
chose to consider interactions matrices of the form

A(1) :=

[
−A1 A1

0 0

]
and A(2) :=

[
0 0
A2 −A2

]
(19)

for the sake of simplicity. This corresponds to a situation where agents follow each other alternately.
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Theorem 4.2. If (x1, x2, v1, v2) is a solution to (18), then we can derive flocking conditions:

• If V0 < (A1 ∧A2)

∫ +∞

X0

ψ(r)dr there is flocking almost surely.

• If V0 ≥ (A1 ∨A2)

∫ +∞

X0

ψ(r)dr there is no flocking almost surely

• If (A1∧A2)

∫ +∞

X0

ψ(r)dr ≤ V0 < (A1∨A2)

∫ +∞

X0

ψ(r)dr there is flocking with a probability strictly

between 0 and 1.

Proof. As we are interested in the diameter in position and velocity, we introduce x = x1 − x2 and
v = v1 − v2, which verify the following equations:{

dx
dt (t) = v(t)
dv
dt (t) = −Ktψ(||x(t)||2)v(t)

(20)

where Kt := AIt . We also denote ϕ(r, t) := Ktψ(r). We notice that ∀t ≥ 0

d⟨v(t), v0⟩
dt

= −ϕ(||x(t)||2, t)⟨v(t), v0⟩ and
d||v(t)||2

dt
= −ϕ(||x(t)||2, t)||v(t)||2. (21)

So we have
d

dt

⟨v0, v(t)⟩
||v0||2||v(t)||2

= 0,

and then ⟨v0, v(t)⟩ = ||v0||2||v(t)||2. Consequently, v(t) = V (t)v̄0 and ∀t ≥ 0

x(t) = x0 + v̄0

∫ t

0

V (s)ds.

In this simple case, we have for all t ≥ 0, X(t) = ||x1(t) − x2(t)||2 and V (t) = ||v1(t) − v2(t)||2. We
will show that (X,V ) satisfy some differential equality that will allow us to conclude about their long
time behavior.
Colinear case. Suppose that ⟨x0, v0⟩ = ||x0||2||v0||2, i.e. the vectors x0 and v0 are colinear.
We have ∀t ≥ 0

x(t) = X(t)v̄0 and X(t) = X0 +

∫ t

0

V (s)ds. (22)

So by (21) and (22), (X,V ) satisfies the following system of dissipative differential equality :{
dX
dt (t) = V (t)
dV
dt (t) = −ϕ(X(t), t)V (t).

(23)

Since dX
dt = V ≥ 0, X is an increasing function in time.

According to Lemma 3.8, we have V ̸= 0 (we assume here that v0 ̸= 0, because otherwise there’s
nothing to show), so X is strictly increasing. Let t ∈ [Snt

, Snt+1], Equation (23) implies that

V (t) = V0 −
∫ t

0

Krψ(X(r))V (r)dr

= V0 −
nt∑
i=0

KSi

∫ Si+1

Si

ψ(X(r))V (r)dr −KSnt

∫ t

Snt

ψ(X(r))dr

= V0 −
nt∑
i=0

KSi

∫ X(Si+1)

X(Si)

ψ(s)ds−KSnt

∫ X(t)

X(Snt )

ψ(s)ds by change of variables

= V0 −
∫ X(t)

X0

K̃(s)ψ(s)ds, (24)

where the function K̃ is defined as K̃(s) := Ki, with i = sup{Si : i ∈ N, X(Si) ≤ s} for s ≤ sup
t≥0

X(t).
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(i) If V0 < (K1 ∧K2)

∫ +∞

X0

ψ(r)dr. Then, there exists XM ≥ X0 such that

V0 = (K1 ∧K2)

∫ XM

X0

ψ(r)dr,

which leads to

V (t) ≤ V0 −
∫ X(t)

X0

(K1 ∧K2)ψ(s)ds

= (K1 ∧K2)

∫ XM

X(t)

ψ(s)ds.

Since V ≥ 0, we necessarily have X ≤ XM . Thus using equation (23), and the fact that ψ is
decreasing, we deduce

dV (t)

dt
≤ −Ktψ(XM )V (t).

Then, from Grönwall’s lemma, it follows that

V (t) ≤ V0e
−ψ(XM )

∫ t

0

Ksds
,

which allows us to conclude that the flocking condition are verified. Indeed, we have V (t) →
t→+∞

0

and since V is integrable, we obviously deduce that X is bounded (21).

(ii) if V0 > (K1 ∨K2)

∫ +∞

X0

ψ(r)dr , by Equation (24), we deduce

V (t) ≥ V0 − (K1 ∨K2)

∫ X(t)

X0

ψ(r)dr

> V0 − (K1 ∨K2)

∫ +∞

X0

ψ(r)dr > 0.

Therefore we cannot have V (t) →
t→+∞

0, and the system does not flock.

(ii) if V0 = (K1 ∨K2)

∫ +∞

X0

ψ(r)dr, then by Equation (24), we easily deduce

V (t) ≥ (K1 ∨K2)

∫ +∞

X(t)

ψ(r)dr.

If X is bounded, the right-hand term is strictly greater than 0 so we cannot have V (t) → 0 and
X bounded, i.e. the system does not flock.

We now turn our attention to the case where V0 is between these two bounds. Without loss of

generality, we can assume that K1 ≤ K2. If K1

∫ +∞

X0

ψ(s)ds ≤ V0 < K2

∫ +∞

X0

ψ(s)ds, let us show that

both situations, flocking and non-flocking, can occur with strictly positive probabilities.
We first assume that I0 = 2. Let us show that the system can flock with a strictly positive probability.
According to the case (i), there exists XM ≥ X0 such that for t ∈ [S0, S1],

V (t) ≤ V0e
−ψ(XM )K2t and X(S1) ≤ XM . (25)
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Using case (i), and Equation (25), we have:

P({the system flocks}) ≥ P

(
V (S1) ≤

∫ +∞

X(S1)

K1ψ(r) dr

)

≥ P
(
V (S1) ≤

∫ +∞

XM

K1ψ(r) dr

)
≥ P

(
S1 ≥ − 1

K2ψ(XM )
ln

(
1

V0

∫ +∞

XM

K1ψ(r) dr

))
> 0.

Let’s show that the system can also not flock with a strictly positive probability (i.e. the probability
of flocking is strictly less than one). By continuity of X, there exists t0 ≥ 0 such that∫ +∞

X(t0)

K1ψ(r) dr ≤ V (t0) ≤
∫ +∞

X(t0)

K2ψ(r) dr.

By definition of the jump-time process S, P(S1 ≤ t0) = 1 − e−λt0 > 0. For t ∈ [S1, S2], X(t) ≥
X(S1) + ct for some c ≥ 0 according to Equation (15). In particular,

X(S2) ≥ X(S1) + cS2. (26)

Moreover, since

∫ +∞

X(S1)+ct

K2ψ(r)dr →
t→+∞

0, there exists almost surely t1 ≥ S1 such that

∫ +∞

X(S1)+ct1

K2ψ(r)dr ≤ V (S2). (27)

We also have t1 ≤ S2 with probability 1− e−λt1 so Equation (26) and (27) allow us to conclude that
with a strictly positive probability∫ +∞

X(S2)

(K1 ∨K2)ψ(r)dr < V (S2).

According to case (ii) above, there is no flocking. If we assumed I0 = 1, it is the same idea. Indeed,
for t ∈ [0, S1], we are not in a flocking situation (case (ii)) as for t ∈ [0, S1], the condition

V (t) <

∫ +∞

X(t)

(K1 ∨K1)ψ(r)dr.

will not be satisfied for any tin[0, S1] and once the first jump occurs, we end up in the situation
described above.
Non colinear case: we no longer assume that x0 and v0 are colinear.

Let us define X̃0 = ⟨v̄0, x0⟩, Y0 =

√
||x0||22 − X̃2

0 , w̄0 = x0−X̃0v̄0
Y0

.
It is easy to check that

||w̄0||2 = 1, ⟨v̄0, w̄0⟩ = 0 and ⟨x0, w̄0⟩ ≥ 0.

A simple computation gives x(t) =

(
X̃0 +

∫ t

0

V (s)ds

)
v̄0 + Y0w̄0. Let us define X̃(t) := ⟨v̄0, x(t)⟩ =

X̃0+

∫ t

0

V (s)ds. Since v̄0 and w̄0 are orthogonal, we have ||x(t)||22 = Y 2
0 +X̃(t)2 and so (X̃, V ) satisfies:

{
dX̃
dt (t) = V (t)
dV
dt (t) = −ϕY0

(X̃(t), t)V (t),

where ϕY0
(X̃(t), t) = AtψY0

(X̃(t)). We note that (X,V ) flocks if and only if (X̃, V ) is flocks, and since

the latter couple satisfies a system analogous to (23), it suffices to apply to (X̃, V ) the same proof as
that for (X,V ) in the colinear case.
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4.3 Simulations

As shown in Theorem 4.2, when V0 ∈ [B1, B2] where B1 := A1

∫ +∞
X0

ψ(r) dr < B2 := A2

∫ +∞
X0

ψ(r) dr,

there exists a probability strictly between 0 and 1 that the solution to Equation (18) will flock. We
have run simulations to estimate this probability for various values of V0 within this interval. The
simulations were performed with fixed initial positions for the two agents (x1(0), x2(0)), a jump rate
of λ = 0.8, and two matrices A(1) and A(2) defined as in (19). Without loss of generality, we assumed
that v1(0) = 0. Thus, for every value of V0 = ∥v1(0)− v2(0)∥2, it suffices to choose an angle θ ∈ [0, 2π]
to fully determine the initial conditions. We chose this angle at random between 0 and 2π. For each
value of V0, we simulated the trajectory n = 200 times and checked when the solution flocked. The
flocking frequency as a function of V0 is plotted in Figure 2.

Figure 2: Flocking frequency as a function of V0.

For values of V0 close to the lower bound B1, the frequency of flocking trajectories is close to 1 and
continuously decreases to 0 as V0 approaches B2.

4.4 Flocking in the general case

We now consider the model in the general case of N ≥ 3 agents defined in Section 4.1, by Equation
(16). We have a Proposition analogous to Proposition 3.12 in the case of switching :

Proposition 4.3. Let us suppose that there exists C : R2
+ → R+, such that:

1. ∀t ≥ 0, r 7→ C(t, r) is increasing,

2. ∀k ∈ SI ,∀t ≥ 0, 1− µ
(
P

(k)
0,t

)
≤ C(t, sup

s≤t
X(s)),

where µ is the Dobroshin’s coefficient defined in theorem 3.4. Then finding r0 ≥ X0 such that

r0 −X0 >
∑
i≥0

Ui(r0) a.s. (28)

where Ui(r0) = V (Si)
∫ Si+1

Si
C(s− Si, r0)ds leads to flocking.

Proof. For i, j ∈ {1, . . . N}, t ≥ 0, by definition of the model:

xi(t)− xj(t) = xi(0)− xj(0) +

∫ t

0

vi(t)− vj(t)dt.
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Which leads to X(t) ≤ X0 +

∫ t

0

V (s)ds.

Let r0 ≥ X0 and τ := sup{t ≥ 0
∣∣ sup
s≤t

X(s) ≤ r0}. Assume that τ < +∞. By continuity of X, we have

X(τ) = r0, so by the above inequality we deduce

r0 −X0 ≤
∫ τ

0

V (s)ds ≤
∫ +∞

0

V (s)ds

≤
+∞∑
i=0

∫ Si+1

Si

V (s)ds.

Using remark 3.2, Proposition 3.6 and hypothesis (1) we have that for all n ∈ N, t ∈ [Sn, Sn+1],

V (t) ≤ (1− µ(PSn,t))V (Sn) = (1− µ(P0,t−Sn))V (Sn)

≤ C(t− Sn, sup
s≤t−Sn

X(s))V (Sn).

In addition, since ∀t ≥ 0, r0 ≥ X(t), hypothesis (2) implies that V (t) ≤ C(t − Sn, r0)V (Sn) for
t ∈ [Sn, Sn+1]. Consequently, the two inequalities above leads to

r −X0 ≤
+∞∑
i=0

V (Si)

∫ Si+1

Si

C(s− Si, r0)ds

=
∑
i≥0

Ui(r0).

This is impossible because of Equation (28). Thus we have τ = +∞. Being able to find r0 such that

equation (28) holds implies that
∑
i Ui(r0) < +∞ a.s. so we also have

∫ +∞
0

V (s)ds < +∞ a.s.
In the switching case, V is also a decreasing function of time (Proposition 3.7). In fact, between each
jump time, s 7→ V (s) is decreasing, so by the continuity of V , it is decreasing on R+. Since V is
positive and of finite integral, it admits a limit in +∞ which must be 0. The diameter X is bounded
by r0.

In our examples, it is sufficient to show that there exists r0 ≥ X0 such that
∑
i Ui(r0) < +∞ a.s

to prove flocking. It is therefore sufficient to show that E(
∑
i)Ui(r0)) < +∞.

Remark 4.4. In order to find initial conditions such that the system flocks in the case of a scrambling
matrix AinMN (R). Cotil uses in [Cot23] the function Ck, k ∈ SI defined for all t, r ≥ 0 by

Ck(t, r) = P
(
ΓH ≥ A

(k)
∗ ψ(r)t

)
where ΓH follows a gamma distribution of parameter shape H and scale 1, with H ∈ N well chosen

([[Cot23] Theorem 3.7 ]) and A∗ := inf
i>1

∑
j ̸=i

Ai,j.

In the switching case, we can use Proposition 4.3, with the function C̄ defined as

C̄(t, r) := C0(t, r0) ∨ C1(t, r0) = P
(
ΓH ≥ (A

(0)
∗ ∧A(1)

∗ )ψ(r0)t
)
,

where C0 C1 are defined above.

Remark 4.5. Proposition 3.6, 3.12 and the above remark implies that for all n ∈ N:

V (Sn) ≤
n∏
k=0

(
1− µ(P0,Sk+1−Sk

)
)
V (0) ≤

n∏
k=0

C̄(Tk, r0)V (0).

By definition, Sk+1 − Sk = Tk ∼ E(λ). Taking the expectation, we get the independence of (Tk)k≥0,
for all n ∈ N,

E(V (Sn)) ≤ V (0)E
(
C̄(T, r0)

)n
.

Where C̄ is defined above and T is the inter jump random variable following an exponential law of
parameter λ. So if (E

(
C̄(T, r0)

)
) < 1 there is convergence of

∑
i Ui(r0) almost surely and finding a

r0 ≥ X0 such that (28) holds is possible. In the case where C(t, ·) < 1 for some t ≥ 0, this will always
be the case.
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5 Simulations

When performing simulations we managed to find initial conditions (X0, V0) and a jump intensity
parameter λ > 0 such that there is flocking for both A0 and A1 (see Figure 3a ) but not when
switching from A0 to A1 with intensity λ (see Figure 3b).
However, whether it is for A0, A1, there is no r0 such that condition (28) holds. This is not surprising,
as this condition is far too restrictive and only captures a small number of cases where there is flocking.
To find such an r0, we had to change the initial conditions so that V0 was small enough.

(a) Diameters of positions in the case of a fixed
interaction matrix A0

(b) Diameters of positions when switching between A0

and A1 and the jump times (red dots)

(a) Trajectories of the agents in the case of a fixed
interaction matrix A0

(b) Trajectories of the agents when switching between
interaction matrices A0 and A1

6 Discussion

In this report, we extended some results presented by A. Cotil in [Cot23]. Specifically, we derived both
necessary and sufficient conditions for flocking in the case of two agents and found a sufficient condition
for non-flocking in the general case. We also established the criticality of the Dobroshin ergodicity
coefficient. However, some questions remain unanswered. For instance, the conditions we impose on
the initial conditions to observe flocking in Proposition 3.12 imply that V is of finite integral, from
which we deduce it tends towards 0 (since it has a limit). But what is shown in this proposition is
stronger than just V →

t→+∞
0. We do not know whether flocking necessarily implies that V is of finite

integral. Furthermore, we proposed a stochastic extension of the CS model on a weighted directed
graph and provided results analogous to those presented in [Cot23]. However, we did not extend
Theorem 3.22 to switching topologies. In contrast, [DHJK20] found sufficient conditions for flocking
of this model when the interaction graph is poorly connected (i.e., it does not have a spanning tree)
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but can still achieve flocking almost surely if switching occurs frequently enough. Another potential
question would be to consider the dynamics governed by the following system of ordinary differential
equations:

dxi(t)

dt
= vi(t),

dvi(t)

dt
=

N∑
j=1

d∑
q=1

AijBpqψ
(
∥xj(t)− xi(t)∥22

)
(vj(t)− vi(t)) , (29)

where B ∈ Rd×d and A ∈ RN×N
+ . This model accommodates a broad range of communication pro-

tocols, where factors other than the spatial state influence the alignment linearly. In this generalized
framework, an agent updates its velocity based on the differential velocity relative to other agents
across all coordinates. If we now consider the matrix B as randomly switching, there could be counter-
intuitive results. For instance, the system might exhibit flocking behavior for matrices B(1) and B(2)

individually, but not when switching between them at a sufficient rate. This phenomenon is similar
to the one discussed in [BlBMZ14]. It is possible that this behavior could also apply to the model
described by Equation (29) as B is assumed to have positive eigenvalues (which is not the case for
matrix A). Another perspective could be to study the following stochastic alignment model. Contrary
to what many models assume, interaction between agents does not depend on the metric distance but
rather on the topological distance. In fact, it was discovered that each bird interacts on average with a
fixed number of neighbors (six to seven), rather than with all neighbors within a fixed metric distance
[CDH19]. To this end, the term ψ(||xi(t)− xj(t)||2) in the original Cucker-Smale model (Equations

(1)) was replaced in [Has13] by ψ

(∑
i

1|xl(t)−xi(t)|<|xi(t)−xj(t)|

)
to have interaction only depending on

their proximity or their ranks. Following this idea, Blanchet and Degond introduced in [BD17] the
following model:

• Between two jump times, agents follow straight paths with constant velocity, i.e., dxi(t) = vi(t)dt
and dvi(t) = 0.

• Jumps occur according to a Poisson process N(t) with intensity (rate) λ(N), i.e., times between
jumps are independent, identically distributed according to an exponential distribution with
parameter λ(N). When the clock of the Poisson process rings (i.e., at each jump time), an agent
is chosen at random (i.e., uniformly with probability 1/N).

• When it “jumps,” agent i chooses its partner j according to a probability πNi,j to be described
below, and then (xi, vi) is changed into (xi, vj), i.e., i immediately aligns its velocity with j.

This model presents an alternative by focusing on topological rather than metric distances and has
connections with other famous stochastic models, such as the Moran process in genetics.
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a PhD student at INRAE Montpellier, also worked with me, in particular on the non-flocking part and
the Dobroshin ergodicity coefficient.

18



References

[BD17] A. Blanchet and P. Degond. Kinetic models for topological nearest-neighbor interactions.
J Stat Phys, 169:929–950, 2017.
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[GNBP22] L. Gómez-Nava, R. Bon, and F. Peruani. Intermittent collective motion in sheep results
from alternating the role of leader and follower. nature physics, 18((12)):1494–1501, 2022.

[GQ15] S. Gaubert and Z. Qu. Dobrushin’s ergodicity coefficient for markov operators on cones.
Integral Equations and Operator Theory, 81(1):127–150, 2015.

[Has13] J. Haskovec. Flocking dynamics and mean-field limit in the cucker-smale type models with
topological interactions. Phys. D, 261:42–51, 2013.

[MT11] S. Motsch and E. Tadmor. A new model for self-organized dynamics and its flocking
behavior. Journal of Statistical Physics, 144(5):923–947, 2011.

[PKH10] J. Park, H. J. Kim, and S.-Y. Ha. Cucker-smale flocking with inter-particle bonding forces.
IEEE Transactions on Automatic Control, 55((11)):2617–2623, 2010.

[She08] J. Shen. Cucker–smale flocking under hierarchical leadership. SIAM Journal on Applied
Mathematics, 68(3):694–719, 2008.

[SYH16] D. Ko S.-Y. Ha, Y. Zhang. Critical coupling strength of the cucker–smale model for
flocking. Mathematical Models and Methods in Applied Sciences, 27:1051–1087, 2016.
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